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															Neural	Networks	and	Deep	Learning	

By	Michael	Nielsen	/	Aug	2015	



Neural	Networks	and	Deep	Learning	is	a	free	online	
book.	The	book	will	teach	you	about:	
	
1.		Neural	networks,	a	beauBful	biologically-inspired	programming	paradigm	
						which	enables	a	computer	to	learn	from	observaBonal	data	
	
	2.	Deep	learning,	a	powerful	set	of	techniques	for	learning	in	neural	networks	
	
Neural	networks	and	deep	learning	currently	provide	excellent	soluBons	to	many	
problems	in	image	recogniBon,	speech	recogniBon,	and	natural	language	processing.		
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-	Using	neural	nets	to	recognize	handwriKen	digits	
	
-	How	the	backpropagaBon	algorithm	works	
	
-	Improving	the	way	neural	networks	learn	
	
-	A	visual	proof	that	neural	nets	can	compute	any	funcBon	
	
-	Why	are	deep	neural	networks	hard	to	train?	
	
-	Deep	learning	
	
-	Appendix:	Is	there	a	simple	algorithm	for	intelligence?	



CHAPTER 1 
 
Using neural nets to recognize handwriLen digits 



The human visual system is one of the wonders of the world. Consider the 
following sequence of handwritten digits:  
 
 
 
 
 
		 
Most people effortlessly recognize those digits as 504192. That ease is deceptive. 
In each hemisphere of our brain, humans have a primary visual cortex, also 
known as V1, containing 140 million neurons, with tens of billions of connections 
between them. 
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MATLAB for Machine Learning  
 
Explore and share user-generated examples or toolboxes, 
and view MATLAB Answers for solu;ons to your ques;ons. 
 
From File Exchange: 
 
    MatConvNet: CNNs for MATLAB 
 
    Deep Learning Toolbox by Rasmus Berg Palm 
 
    Deep Neural Network by Masayuki Tanaka




ClassificaBon	Probability	ClassificaBon	in	the	Presence	
	of	Missing	Data		

HandwriBng	RecogniBon	Using	Bagged	
ClassificaBon	Trees		 Visualize	Decision	Surfaces	for	Different	Classifiers		

Confusion	Matrix	







Many psychological experiments have been 
performed, e.g. 
  
1. Studied the handwriting of 1,500 students, 
  
2. Studied the characteristics of characters written by right-handed and 
    left-handed people, 
  
3. Finding the legibility of all alphanumeric characters, using the 
    tachistoscope, 
  
4. Finding the relative importance of different portions of the characters, 
  
5. Asked both OCR experts and naïve subjects to write down their criteria 
    in determining the identity of confusing characters, 
  
6. Finding the differences between naïve subjects and accountants in 
    recognizing handwritten numbers, 
  
7. Determining the boundaries between confusing pairs of characters,  
    e.g. 4 - 9, 2-7. 
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52	

Four duration-based heat maps showing gaze 
density during 1-second period  preceding verbal 
identification of 7-digit no. 9506 as 2 and 7. Heat 
maps were generated based on: (a) 25 fixations in 
10 trials, (b) 26 fixations in 10 trials, (c) 6 fixations 
in 3 trials, and (d) 7 fixations in 3 trials. 











Influence of Training Data 

100% Good Data PR System 100% Good Results 

Add Classes for  
Confusing Data 

*1 type of data has shapes that are similar to the good data, 
  1 type of data has shapes that are dissimilar to the good data. 

Results Showing  
Influence of N + L  
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Error-Reduction in Training Mode 
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